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ABSTRACT

The Mahalanobis Taguchi System (MTS) uses multivariate data in a unique way, to enable recognition, diagnosis, and prediction of important conditions for a wide variety of applications in various industries. The modeling and simulation discipline could benefit from adding MTS pattern recognition to their tool set for analysis of simulation results and decision support. MTS is based on the combined works of Dr. P.C. Mahalanobis, Dr. Genichi Taguchi, Dr. Rajesh Jugulum, Dr. Soichi Teshima, and others. Although the MTS approach is not well known in the U.S., it has provided benefits worth considering in many diverse applications over the past couple of decades, including manufacturing, healthcare, and vehicle control systems. It has proven to be superior in several ways to other recognition and prediction approaches, such as regression analysis and neural networks. Unlike more complex methods like artificial neural networks, MTS can be successfully demonstrated and experienced by analysts, programmers, and engineers with simple analysis tools like Excel. This technique may be useful to modeling and simulation researchers, and professionals interested in a straightforward recognition and prediction approach, which resolves multi-dimensional problems into a simple, single measurement scale.

The paper will introduce 1) A concise explanation of the concepts behind the MTS and its various uses, 2) An introduction to the computational methods for MTS, including a simple live demonstration, 3) Optimization of the MTS approach to ensure reliable predictions with the fewest possible parameters, 4) Summary of several MTS case studies from various industries, and 5) Comparison of advantages and disadvantages between MTS and other recognition and prediction methods.
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EXPLANATION OF THE CONCEPTS BEHIND THE MTS AND ITS VARIOUS USES

Living creatures are marvels of “pattern recognition” capability.

Most are able to efficiently process hundreds of billions of pieces of sensory information per second. Then, in just milliseconds, they recognize and act upon familiar patterns. This is apparently done without laborious processing of vast, detailed data models. Figure 1 shows a few examples, including the following:

- Finding your car in a crowded parking lot by seeing just “a sliver” of a fender or roof line
- An FBI agent easily detecting a counterfeit $100 bill because of deep familiarity with “the real thing”
- The famous painting called “His Master’s Voice”, by artist Francis Barraud, of the terrier Nipper.

The Mahalanobis Taguchi System (MTS) is a straightforward method for quickly recognizing, diagnosing, and predicting conditions in a wide variety of applications whose systems are defined by multivariate data. It uses a vector analysis approach that consolidates data from many parameters of a system into a single “score” or dimension. This dimensional analysis enables several useful capabilities, such as these listed below:

- Defining a multi-dimensional space or “bubble”, that contains all possible matches to a particular pattern (the Mahalanobis space or reference space)
- Determining if each new individual encountered is inside or outside this Mahalanobis (reference) space
- Evaluating the degree of pattern match or mismatch by calculating the “distance” of each new individual encountered from the center of the reference space (the Mahalanobis Distance)
- Comparing individuals using their calculated Mahalanobis distances
- Monitoring trends of an individual’s Mahalanobis distances over time and predicting future states
- Optimizing each recognition and prediction system to minimize data required for accurate decision support
To illustrate these capabilities of the MTS approach, a simple example will be used, followed by some brief case studies of more complex, real-world examples. In the simple example, four physical characteristics of a person’s body, shown in Figure 2, are used to *anonymously* judge whether or not individuals fall within the reference (Mahalanobis) space considered to be “healthy” by physicians. When individuals fall outside the “healthy” space, this example will show how MTS measures the degree of “unhealthiness” of their conditions, and how this kind of information can be used for decision support.

Figure 3 shows an illustration using just two of these parameters; *Height* and *Weight*. Healthcare organizations and practitioners generally agree on the “reference space” that defines a “healthy” condition in this simple two dimensional example. This “healthy” space is depicted by the red ellipse in Figure 3. If an individual’s height and weight are plotted on the chart, a vector distance from the center of the “healthy” space can be calculated, as shown by the blue arrow in the figure. This blue arrow represents the degree of mismatch or “unhealthiness” of an individual when compared to the “healthy” reference space. For a growing child, calculation of the length of that vector over time could provide a single “score”, useful for comparing individuals and monitoring trends as that child’s height and weight increase. The length of this blue arrow is analogous to the Mahalanobis Distance that will be calculated as a multidimensional vector for recognition and prediction using MTS. In our more complicated four dimensional example, we will add *gender* and *waist size* as system parameters to make the problem more challenging. In actual multivariate pattern recognition problems, the Mahalanobis space and individual Mahalanobis distances might be calculated using hundreds of parameters. In this simple example, we will define the four dimensional “healthy” or “normal” reference space, and calculate individual distance vectors from that reference space to evaluate health and predict trends.

**AN INTRODUCTION TO THE COMPUTATIONAL METHODS FOR MTS, INCLUDING A SIMPLE LIVE DEMONSTRATION**

Using the simple four parameter example described above, the computational process will be illustrated in four steps:

1. Generate the “normal” or “healthy” reference space
2. Confirm discrimination power
3. Identify critical parameters and optimize
4. Implement the optimized measurement system

In this simple example, computation methods will be shown for calculating the reference Mahalanobis space and the Mahalanobis Distances for each individual.
Step 1: Generation of Normal ("healthy") Space

1.1 – A normal ("healthy" or "reference") population is selected for use in defining the reference space (Mahalanobis Space) for recognition and prediction.

1.2 – Calculation of the Mahalanobis Distances (MD) for each sample in the normal group is accomplished through the five sub-steps, a – e, shown here:

a - Computing the mean & standard deviation for each parameter using all individual parameter values (Table 1, leftmost table).

b - Normalizing individual parameter values (height, weight, etc.) for each member of the reference group using the previously calculated means and standard deviations (Table 1, rightmost table).

c - Computing the correlation matrix of the normalized “healthy” data set (left half of Table 2).

d - Compute the inverse of the correlation matrix for the “healthy” group (right half of Table 2)

e – And finally calculating the normalized Mahalanobis Distance \( D^2 \) for each “healthy” individual in the reference group using equation 1.

\[
D^2 = \sum (a_i z_i z_j) / k \tag{1}
\]

At the completion of step one, a reference space of "healthy" or normal individuals has been constructed. This four dimensional reference space is shown graphically in the bar chart of Figure 4 as the dashed horizontal line with an average \( D^2 \) of 1.0. This is the result of "normalizing" the reference group, as shown in Table 1 above. At the conclusion of step 1, we have created a new measurement system for recognition and prediction for this multivariate system, with two important components, listed here:

1. A reference point from which to begin measurement and evaluation of the "health" or "match" of each new individual we encountered.

2. A measurement scale that we can now use to determine vector distance for each individual from the reference point. This is a multidimensional vector calculated from the four separate parameters of our example. This provides a single numerical "score" for each individual, for easy evaluation, comparison, and prediction.

Although the math involving matrix manipulation may seem intimidating, most simulation and analysis software can handle this smoothly. These examples were created easily in Excel using standard functionality.
Step 2: Confirm Discriminating Power

In the bar chart of Figure 4, additional $D^2$ values have been calculated and charted for 12 individuals, shown as vertical bars with “nicknames” above them for anonymity (i.e. jumbo, sample 26, 3500.00, moxie, etc.). These “distances” from the “healthy” reference group were calculated using the height, weight, waist size, and gender information provided by the individuals for comparison. The calculation methods for each individual are similar to those shown in Step 1 for the reference group.

Discriminating power of our new measurement system is confirmed by evaluating the calculated individual distance values ($D^2$) to see if they provide accurate comparisons of individuals to the reference group and to each other.

OPTIMIZATION OF THE MTS APPROACH TO ENSURE RELIABLE PREDICTIONS WITH THE FEWEST POSSIBLE PARAMETERS

Continuing with the third step of the MTS recognition and prediction computational process;

Step 3: Identify Critical Parameters and Optimize

Often, complex systems (e.g. vehicle control & collision avoidance systems) offer huge numbers of parameters that might be considered for pattern recognition and decision support. To consider all available parameters could require high processing capacity, lengthy run times during computer analysis, and vast data storage requirements. Instead, it is useful to know and only use those parameters which actually promote effectiveness of our new recognition and prediction system. There are three possibilities for each parameter in our multivariate system, based on their impact on sensitivity, accuracy, and usefulness of the $D^2$ measure. These three possibilities are as follows:

- Parameters that should be included because they promote sensitivity and accuracy
- Parameters that could be excluded because they neither promote nor degrade sensitivity and accuracy.
- Parameters that must be excluded because they actually degrade sensitivity and accuracy.

The analysis for identifying critical parameters, and optimizing the recognition and prediction system uses Dr. Taguchi’s Quality Engineering approach. Figure 5 shows the outcomes of that analysis for this simple system. The line chart in the left side of Figure 5 shows individual impact of each of the four factors on sensitivity of the recognition and prediction system. The red circled parameter, “height”, actually degrades sensitivity when included with the other parameters of weight, gender and waist size, and must be excluded for better sensitivity and accuracy. The green circled parameters, “gender” “weight” and “waist size” promote sensitivity and accuracy, and should be included in the MTS analysis.

A visual comparison of the bar chart at the right side of Figure 5 shows the individual calculated $D^2$ values under two different conditions. The brown vertical bars include all four parameters (height, weight, gender, waist size) in the calculation of $D^2$, while the blue vertical bars include only three (weight, gender, waist size), with “height” excluded. A visual comparison of the bar chart shows a marked improvement in the sensitivity of this multivariate measurement system when “height” is excluded from the analysis. The benefits of this type of analysis include 1) improved decision support and 2) savings associated with reducing the quantity of data to analyze and store for decision making.

Step 4: Implement the optimized measurement system
Typically, a project plan is developed and executed to accomplish implementation of the new, optimized measurement system using MTS. This implementation plan usually addresses issues related to people, processes, policies and technology.

**SUMMARY OF SEVERAL MTS CASE STUDIES FROM VARIOUS INDUSTRIES**

Examples of MTS applications from various industries include the following, and provide a glimpse into the full MTS solution, as indicated in Figure 6.

- Complex waveform analysis for recognition and prediction, applicable to many problems.
- Medical Diagnosis – liver disease detection, blood factor indications
- Manufacturing – automated quality inspection, process monitoring, yield prediction
- Measurement Systems – infrared absorption (chemical)
- Fire Detection – public buildings
- Identity verification – biometrics, handwriting, counterfeit currency
- Fault Analysis – space guidance system
- Candidate Selection – college application, high potentials, loans, job skills
- Earthquake Prediction (Japan)
- Automotive Airbag Deployment
- Automotive Collision Avoidance

**COMPARISON OF ADVANTAGES AND DISADVANTAGES BETWEEN MTS AND OTHER RECOGNITION AND PREDICTION METHODS**

A high level comparison of various recognition and prediction methods, with their advantages and disadvantages, is shown in Table 3. MTS offers some distinct advantages over other, more traditional recognition and prediction approaches. Most other approaches are founded in statistical analysis, rather than dimensional analysis used by MTS. This can make other techniques complex and subject to issues of sample size for learning new pattern. One of the greatest advantages of MTS is the relative simplicity to demonstrate the approach with little more than an Excel spreadsheet. Frequently, specialized skills and software are not required to try out the MTS method.

**Figure 6. The Full MTS Solution for Recognition & Prediction in Multivariate Systems**

**Table 3. Simple Comparison of Various Recognition and Prediction Methods to MTS**

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Principal Component Analysis (PCA)</th>
<th>Discrimination &amp; Classification Method</th>
<th>Dimensionality reduction of dimensions required</th>
<th>Automatic Neural Network (ANN)</th>
<th>Most Frequently Used Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find “invisible &amp; obscure”</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Measure degree of abnormality</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintain &amp; output process conditions</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Analysis approach</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to find the relationships between inputs &amp; outputs</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing Input &amp; Missing Output</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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