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ABSTRACT 

 

We present an innovative compound AI approach that integrates DARPA’s EMHAT (Evaluation and Modeling of Human 
Digital Twin (HDT) Agent Teams) and BRIES (Building Resilient Information Ecosystems) efforts to enable sophisticated 
modeling and rigorous evaluation of agentic AI workflow dynamics in military operational scenarios. Current systems lack the 
ability to simultaneously model human digital twins with rich psycho-demographic attributes and memory representations and 
evaluate multi-dimensional performance metrics (Abdurahman et al., 2024). Our compound AI solutions address this gap 
through specialized multi-agent architectures that provides unprecedented insights into teaming effectiveness and population-
level information resilience.  

We deploy specialized cognitive language agents across multiple scenarios: EMHAT enables search and rescue simulations 
with diverse HDT agents, rigorously measuring team processes and state metrics to improve teaming effectiveness. 
Experimental results on EMHAT demonstrate how HDT individual ability and team orientation influence mission performance. 
BRIES technology implements a multi-agent architecture to support content generation with "Twister" (adversarial scenario 
generation), "Detector" and "Defender" (tactical assessment and response), and "Assessor" (causal evaluation) agents. Then 
population digital twin agents are exposed to generated content to test information operation strategies across simulated 
populations. The BRIES system successfully models population-level variations in response to diverse messaging strategies, 
revealing how specific population factors like cognitive distortions affect content sharing behaviors and information ecosystem 
resilience.  

This work presents immediately applicable compound AI modeling and simulation framework that enable commanders and 
trainers to quantifiably assess military teaming performance, evaluate information operation effectiveness, and optimize 
training protocols before deployment in high-stakes environments. 
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INTRODUCTION 

Modern military operations face unprecedented challenges in critical domains: optimizing human and AI agent 
teaming for tactical effectiveness (Vaccaro et al., 2024, Volkova et al., 2025) and building resilient defenses against 
adversarial information campaigns. As NATO's Cognitive Warfare concept emphasizes, future conflicts will 
increasingly target human cognition as a domain of operations (NATO Allied Command Transformation, 2023). 
Current approaches to modeling human-agent team performance fail to capture the complex interplay of personality 
traits (Abdurahman et al., 2024), trust dynamics (Nguyen et al., 2025; Tu et al., 2025; McDuff et al., 2025), and 
operational effectiveness that determines mission success—from decision support to coordinated operations in 
contested environments. This paper presents a compound AI approach— framework that combines frontier models, 
agents and tools—(Zaharia et al., 2024; Volkova et al., 2024), that addresses these challenges through two 
complementary use cases. Central to our approach are human digital twin agents (HDTs)—computational 
representations of individuals that integrate personality traits, cognitive processes, and behavioral patterns to create 
dynamic agents capable of simulating human decision-making, emotional responses, and social interactions in virtual 
environments (National Academies of Sciences, Engineering, and Medicine, 2024). EMHAT enables search and 
rescue simulations with HDT agents, rigorously measuring team processes and state metrics to improve teaming 
effectiveness, while BRIES technology implements a multi-agent architecture to support messaging campaign 
generation and modeling population HDT behaviors, attitudes and vulnerabilities. By integrating team and population-
level HDTs with psycho-demographic attributes and memory representations, our modeling and simulation framework 
with rigorous causal validation tools enables commanders to quantifiably assess team performance, evaluate 
information operation effectiveness, and optimize training protocols before deployment in high-stakes environments. 

RELATED WORK 

Current approaches to human social behavior simulation using frontier models and LLM-powered agents suffer from 
fundamental limitations in scale, fidelity, and ground-truth validation (Park et al., 2024; Abdurahman et al., 2024). 
Traditional attitude and perspective dynamics modeling relies heavily on social media data, constraining analysis to 
specific online populations while lacking multimodal context from socio-economic and health indicators (Volkova et 
al., 2021). These limitations become particularly acute when addressing military requirements for "operationalizing 
AI in dynamic human-machine teaming systems" (Cassani et al., 2025) and developing scalable, proactive solutions. 
Recent advances in LLM-driven agents have demonstrated significant progress in simulating human behavior. Park 
et al. (2023) pioneered realistic simulations with "Generative Agents", creating emergent social behaviors through 
memory streams and reflection mechanisms. Building on this, SOTOPIA (Zhou et al., 2024) evaluates social 
intelligence through goal-driven interactions, with recent extensions like SOTOPIA-S4 (Zhou et al., 2025) providing 
user-friendly systems for flexible, customizable, and large-scale social simulation. Critical to these advances is the 
ability to shape agent personalities—BIG5-CHAT (Li et al., 2025) demonstrates how training on human-grounded 
data can create LLMs with consistent personality traits aligned with psychological frameworks. Additional 
frameworks like CAMEL (Li et al., 2023) demonstrate emergent collaborative behaviors in role-based scenarios. 
Population-scale systems including AI Town (2023), OASIS (Toung et al., 2024), and Google DeepMind's Concordia 
(Vezhnevets et al., 2023) enable modeling of opinion dynamics and social influence across hundreds of agents. 
Specialized frameworks like AgentClinic (2024) and CharacterEval (2024) advance domain-specific behavioral 
modeling with sophisticated evaluation metrics for social realism and goal achievement. However, existing military 
cognitive security frameworks (NATO Allied Command Transformation, 2023; NATO Strategic Communications 
Centre of Excellence, 2021; Fitzpatrick et al., 2022) provide strategic guidance but lack scalable technical 
implementations, while industry focuses on AI assistants rather than population behavior simulation tools critical for 
defense (Volkova et al., 2024). Current systems cannot simultaneously model HDTs with rich psycho-demographic 
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attributes and memory representations while evaluating multi-dimensional performance metrics (National Academies 
of Sciences, Engineering, and Medicine, 2024), creating a critical gap our compound AI approach addresses through 
integrated modeling, simulation, and causal evaluation capabilities. 

APPROACH 
Individual and Population Digital Twin Development and Simulation 

Our methodology employs a multi-stage approach to construct HDTs that accurately model human cognitive, 
emotional, and behavioral responses in simulated operational environments. The HDT architecture shown in Figure 1 
integrates multiple interconnected components 
designed to capture the nuanced interplay between 
personality traits, cognitive processes, and situational 
dynamics. The profile generation system implements a 
hierarchical construction process that synthesizes 
psycho-demographic attributes across multiple 
dimensions. We utilize the OCEAN Big Five 
personality framework (Barrick & Mount, 1991; 
Paunonen & Ashton, 2021) as our foundational 
personality model, generating trait scores following a 
normal distribution. To maintain realistic inter-trait 
relationships, we implement a correlation matrix 
derived from large-scale meta-analyses of personality 
research. For example, high extraversion scores are 
correlated with higher openness scores, while high 
agreeableness correlates with lower neuroticism. The 
assignment of cognitive distortions (Yurica and 
DiTomasso, 2005) for BRIES scenarios is weighted 
based on OCEAN scores, creating psychologically 
consistent HDT profiles. We employ GPT-4o (OpenAI, 
2024) as our primary language model for profile 
generation, providing seed data containing core 
demographic and personality attributes. The model 
receives structured prompts containing base OCEAN 
scores and derived cognitive patterns, demographic 
anchors including age, profession, and education level, 
socioeconomic indicators calibrated to population 
distributions, and behavioral tendency based on 
personality-behavior correlations (Lynch et al., 2025).  

EMHAT simulation framework instantiates three 
specialized HDTs configured with distinct operational 
roles essential to combat search and rescue missions: 
medical specialist, combat engineer, and evacuation 
transporter, with each agent embodying role-specific 
competencies vital for operational success (Huang et al., 
2022). These role asymmetries create dependencies - for 
example, debris clearance capabilities exclusive to 
engineers establish natural bottlenecks requiring 
coordinated team efforts. EMHAT agents maintain 
environmental awareness through integrated data 
streams encompassing team communications, 
actionable navigation command sets, and dynamic state 
information. EMHAT agents execute behaviors 
including tactical information exchange, spatial 
navigation planning, mission objective prioritization, 
and situational data analysis - with all decisions shaped by their configured personality profiles and dynamically 
evolving inter-agent trust relationships (Nguyen et al., 2025).  

Figure 1. The HDT architecture integrates agent 
profiles (bio, goals) with behavioral decision loops that 
process situations through prompts and guardrails to 
generate actions and tool invocations. A memory system 
combines semantic (facts), procedural (skills), and 
episodic (experiences) memory with bidirectional 
learning pathways. External RAG-based knowledge 
retrieval and world state synchronization enable 
contextually aware, personality-consistent behaviors. 

Figure 2. Team and Population Simulations. HDT 
agents with core beliefs, thoughts, communication history, 
and emotional reactions stored in RAG memory retrieve 
relevant entries when exposed to Reddit or team 
communications. The simulation engine orchestrates agent 
interactions (comments, thoughts) while capturing post-
thread survey responses measuring content belief and 
sharing intentions for evaluating information resilience 
and teaming effectiveness strategies. 
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BRIES population simulations presented in Figure 2 deploys HDT agents within Reddit-style discussion threads where 
they autonomously navigate social media interactions aligned with their configured personas. Upon encountering posts 
and comments, agents retrieve relevant memories from their individual vector databases using RAG, enabling context-
aware responses based on past interactions, thoughts, and emotional reactions stored from previous engagements. 
Agents then execute decision protocols to upvote, downvote, or craft replies to original posts or existing comments, 
with the system implementing a notification mechanism that alerts agents when their contributions receive responses, 
providing opportunities for continued engagement or strategic non-interaction based on their personality profiles. 
Throughout these interactions, agents continuously generate, and store thoughts and emotional reactions calibrated to 
their persona specifications, building a rich memory repository that influences future behavioral patterns. Following 
thread completion, each agent undergoes a structured post-thread interview assessing their epistemic stance toward 
the content, including belief in the post's veracity, likelihood of sharing the thread with others, propensity to discuss 
the topic with friends or family, and willingness to amplify the content across other social media platforms, thereby 
capturing both immediate behavioral responses and downstream information propagation intentions that reflect how 
different personality configurations influence information ecosystem dynamics. 

Individual and Population Digital Twin Evaluation 

Extracting Socio-Emotional-Cognitive Constructs from Simulated Communications 

For both BRIES and EMHAT experiments employed a comprehensive suite of AI-powered analytics tools to 
automatically extract and analyze socio-emotional-cognitive constructs from team and population communications. 
These analytics summarized in (Volkova et al., 2021) included empathy detection models that identified intent and 
emotions through specific strategies like agreeing, suggesting, and hopeful expressions (See et al., 2019); socio-
cognitive analytics that assessed connotations, perspectives, attitudes (Rashkin et al., 2016), moral values across five 
dimensions—harm, fairness, purity, authority, and ingroup (Graham et al., 2013), and subjectivity patterns (Rashkin 
et al., 2017); and emotional analytics using DistilBERT-based models for sentiment analysis (Sanh et al., 2020), 
Detoxify for toxicity detection (Hanu & Unitary team, 2020), and emotion recognition (Savani, 2024).  

Causal Investigations into Digital Twin Simulations  

Causal evaluations for digital twin simulations in both population-level information resilience (BRIES) and individual 
HDT teaming (EMHAT) employs causal analysis methodologies to assess and explain digital twin simulations. 
Following Pearl's causal framework (Pearl, 2009; Pearl & Mackenzie, 2018), we utilize Structural Equation Modeling 
(SEM) via the NOTEARS algorithm and CausalNex package (QuantumBlack Labs, 2020; Zheng et al., 2018) to 
discover causal structures through directed-acyclic graph (DAG) weights and edges, focusing on treatments (e.g., 
inoculation strategies or teaming interventions) and outcomes (e.g., team performance indicators, socio-emotional-
cognitive constructs) while blocking incoming edges between treatments to avoid confounding effects. Additionally, 
we employ Average Treatment Effect (ATE) estimation using causal forests from EconML (Battocchi et al., 2019; 
Chernozhukov et al., 2016; Wager & Athey, 2018), analyzing treatments, outcomes, and covariates from our agent 
pipelines to isolate individual treatment effects. This dual methodology proves particularly valuable as SEM captures 
complex interrelationships and cascading effects across psychological and team dimensions—revealing how 
persuasion techniques or team dynamics function within networked responses—while ATE provides precise isolation 
of direct causal impacts in controlled contexts. For BRIES population simulations, this enables quantification of how 
different inoculation strategies affect population resilience against information attacks, while in EMHAT team 
simulations, it measures how specific interventions (e.g., individual ability and team orientation) influence HDT team 
coordination, communication patterns, and mission success, ultimately optimizing both cognitive security at scale and 
teaming performance at the operational level (Volkova et al., 2021). 

EXPERIMENTS 
Modeling and Evaluating HDT Teaming Performance 

Through experimentation using EMHAT—an advanced multi-agent architecture designed for collaborative search and 
rescue operations between HDT agents—we systematically evaluate the complex dynamics and operational 
effectiveness of teaming. Our study employs an experimental design consisting of 64 simulations powered by GPT-
4o-mini, implementing a 2×2 factorial manipulation framework that examines two critical dimensions: Team 
Orientation (High vs. Low) and Individual Ability (High vs. Low). The primary objective is to investigate how varying 
levels of team orientation—defined as the degree to which individuals prioritize collective goals and collaborative 
engagement—interact with individual ability levels—representing personal skill proficiency and task competence—
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to shape HDT team processes, emergent states, and performance outcomes. This factorial design yields four distinct 
behavioral profiles that capture the full spectrum of human team member characteristics as presented in Table 1. 

Table 1. 2×2 Factorial Design: HDT Member Profiles by Team Orientation and Individual Ability 

HDT 
Characteristics 

High Individual Ability Low Individual Ability 

High Team 
Orientation 

These team members exemplify the ideal 
collaborative profile, demonstrating excellence 
in strategic planning, inter-agent coordination, 
precise action execution, proactive trust repair 
mechanisms, commitment to operational 
transparency, and articulate communication 
patterns that enhance team cohesion. 

While these HDTs display strong 
collaborative intentions and willingness 
to contribute to team objectives, they 
encounter significant challenges in task 
execution, struggle with clear 
communication protocols, and exhibit 
difficulties in managing complex 
operational requirements despite their 
team-focused mindset. 

Low Team 
Orientation 

These participants possess strong individual 
competencies and perform effectively in 
isolation, yet their tendency to prioritize 
personal objectives over collective goals 
creates misalignment within the team structure, 
potentially undermining collaborative synergy 
despite their technical proficiency. 

This configuration represents the most 
challenging profile, characterized by 
minimal team engagement, consistently 
poor task execution, ineffective 
communication patterns, and limited 
demonstration of accountability for 
team outcomes. 

Modeling and Measuring the Effectiveness of Population Digital Twins 

BRIES experimental setup implemented a factorial design testing inoculation theory (McGuire 1961) effectiveness 
across 1,800 total trials distributed among distinct HDT populations with varying psycho-demographic profiles and 
cognitive vulnerabilities. Population HDTs are deployed to simulate and analyze emergent behaviors and reactions to 
information manipulation attacks on DTRA and DARPA agency news press releases across vulnerable simulated 
populations as shown in Figure 3, with HDTs that engage in natural social interactions. The experimental design 
employed five treatment conditions: Raw (unmanipulated content serving as control), Appeal to Authority attacks, 
Appeal to Authority with disclaimer, Loaded Language attacks, and Loaded Language with disclaimer, with each 
population receiving 450 trials—100 trials each for Raw content and both Appeal to Authority conditions, and 75 
trials each for both Loaded Language conditions. To evaluate organizational-specific vulnerabilities, trials were 
distributed across two agency populations, with DARPA-configured agents receiving 335 total trials (77 each for Raw 
and Appeal to Authority conditions, 52 each for Loaded Language conditions) and DTRA-configured agents receiving 
115 trials (23 per condition), enabling assessment of how different operational contexts influence susceptibility to 
information manipulation. This stratified design, illustrated in Figure 3's BRIES Sandbox architecture, systematically 
evaluates pre-bunking strategies (aka content type), cognitive vulnerabilities, and psycho-demographic factors on 
behavioral outcomes including engagement patterns and information spread, with the causal assessor tools measuring 
population inoculation effectiveness through socio-emotional-cognitive signatures extracted from agent interactions. 

 
Figure 3. BRIES Simulation Architecture for Population-Level Inoculation Testing. Single and multiple 
treatment pathways combine raw content, twisted (manipulated) versions, disclaimers, and inoculated content before 
population exposure. The Assessor evaluates intervention effectiveness on behavioral outcomes (engagement, spread) 
and socio-emotional-cognitive measures to quantify pre-bunking strategies, cognitive vulnerabilities, and 
demographic factors influencing information resilience. 
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RESULTS AND DISCUSSION 

HDT Team Modeling and Evaluation Results 

Emotional Dynamics and Team Communication Patterns: Our causal analysis of HDT Team emerging states and 
processes revealed distinct role-specific effects on team emotional climate and communication dynamics. Engineers 
demonstrated a complex emotional impact pattern, significantly decreasing anger while simultaneously increasing 
fear and positive sentiment in team communications, with their presence notably elevating fear and terror expressions 
(shown as solid lines in Figure 3). This dual effect suggests that while engineers contribute technical expertise that 
reduces frustration, their focus on operational hazards may heighten team anxiety about mission risks. Transporters 
emerged as crucial emotional regulators within teams, strongly decreasing fear and terror (dashed lines) while 
significantly increasing joy and positive affect. This emotional buffering effect positions transporters as vital team 
members for maintaining psychological resilience during high-stress operations. Conversely, medics showed mixed 
emotional impacts, increasing both anger and neutral sentiment while decreasing anxiety but paradoxically increasing 
it when paired with transporters, suggesting complex interaction effects between roles that warrant careful team 
composition strategies. 

Optimal Team Composition Strategies: The analysis yielded role-specific recommendations for maximizing team 
effectiveness. For engineers, individual ability emerged as the critical factor, with team orientation providing no 
additional unique benefits—suggesting that technical roles benefit most from skill-focused selection criteria. Medics 
demonstrated the opposite pattern, with team orientation proving essential for maximizing their communication 
effectiveness and team coordination benefits. Transporters showed balanced utility from both individual ability and 
team orientation, making them versatile team members who can adapt to various team dynamics. 

Communication Dynamics: Effective teams require strategic role combinations to balance communication dynamics. 
Including at least one medic or transporter with high team orientation ensures sufficient team communication and 
coordination, while engineers provide focused technical communication without excessive verbalization that might 
overwhelm information channels. The emotional climate benefits from pairing engineers (who increase fear/stress) 
with transporters (who reduce fear and increase joy), creating emotional equilibrium. Additionally, deploying medics 
with high individual ability helps reduce team anxiety while maintaining emotional neutrality, preventing both 
excessive stress and inappropriate casualness in high-stakes operations. These findings suggest that optimal HDT 
Team performance requires deliberate role-trait matching that considers both functional capabilities and socio-
emotional impacts on team dynamics. 

  
(a) Team States: emotions and perspectives   (b) Team processes: intent.  

Figure 4. Measuring team emerging states (a) and processes (b). Assessing motions and perspectives: Engineers 
decrease anger (dashed lines) but increase fear and positive sentiment (solid lines) in team communications; Medics 
increase anger and neutral sentiment; Transporters strongly decrease fear (dashed lines) and increase joy (solid lines). 
Assessing intent: Engineers increase fear and terror (solid lines) in team communications; Transporters strongly 
decrease fear and terror (dashed lines); Medics decrease but Transporters increase anxiety; Medics increase neutral 
emotional expressions. Line thickness represents effect strength. 
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Figure 5 presents UMAP visualization of raw vs. simulated HDT team communication embeddings and reveals 
distinct clustering patterns between human (blue) and synthetic HDT (green) communications for (a) Engineer, (b) 
Medic, and (c) Transporter roles. Engineers show the most pronounced separation between human and synthetic 
clusters with minimal overlap, suggesting role-specific communication patterns are most distinct for technical roles. 
Medics demonstrate moderate overlap with elongated cluster distributions, indicating greater variability in 
communication styles. Transporters exhibit the highest degree of human-synthetic overlap, suggesting their 
communication patterns are most successfully replicated by HDT agents. The varying cluster densities and separation 
distances across roles highlight the differential fidelity of HDT language generation, with technical communication 
(engineers) being most distinguishable from human patterns while social-coordinative communication (transporters) 
achieving higher authenticity. 

                 
(a) Engineer role   (b) Medic role)   (b) Transporter role 

Figure 5. UMAP of raw vs. simulated communication embeddings across HDT roles reveals role-specific 
clustering patterns between real human (blue) and synthetic HDT (green) communications. Engineers show strong 
human-synthetic separation, while transporters exhibit high overlap, indicating social-coordinative communication is 
more successfully replicated than technical language. Medics demonstrate intermediate patterns. 

Population HDT Modeling and Evaluation Results 

Content Type Effects: Our population-level HDT simulations revealed significant differential impacts of content 
manipulation strategies on socio-emotional-cognitive and behavioral outcomes as shown in Figure 6. Analysis of 
Average Treatment Effects across 1,800 trials demonstrated that raw (unmanipulated) content produced the strongest 
positive effects on joy (+0.087) and comment engagement (+23.04), suggesting authentic content naturally elicits 
more positive emotional responses while driving substantial interaction increases. This aligns with Media Richness 
Theory (Daft & Lengel, 1986), wherein unfiltered content provides richer informational cues enhancing recipient 
processing and response generation. Conversely, twisted (manipulated) content induced measurable increases in 
anxiety (+0.016) and fear (+0.012) while significantly suppressing comment engagement (-13.10), consistent with 
Reactance Theory (Brehm, 1966) wherein explicit manipulation attempts trigger psychological reactance, reducing 
engagement while amplifying negative affect. Disclaimer-appended content demonstrated pronounced suppression of 
joy (-0.074) and belief in content veracity (-0.760) while paradoxically maintaining relatively elevated trust levels, 
suggesting disclaimers operate through distinct cognitive pathways that preserve source credibility while undermining 
content acceptance. Inoculated content exhibited unique behavioral patterns, displaying moderate positive effects on 
joy (+0.047) while significantly increasing sharing propensity (+0.114) despite minimal impact on comment 
generation. This pattern supports McGuire's (1964) inoculation framework, wherein preemptive exposure to weakened 
persuasive threats builds resistance while maintaining positive engagement pathways. The engagement-belief 
dissociation observed across content types reveals a concerning mechanism whereby low-credibility information 
achieves high visibility through emotional activation without corresponding epistemic acceptance. 

Cognitive Distortion Effects: Cognitive distortion interventions demonstrated pronounced and heterogeneous effects 
across outcome dimensions, revealing fundamental differences in how various thinking patterns influence information 
processing and propagation as demonstrated in Figure 7. Magnification and Minimization distortions substantially 
elevated joy (+0.188) while Jumping to Conclusions produced dramatic suppression (-0.361), indicating opposite 
emotional valence effects. Catastrophizing and Jumping to Conclusions generated extraordinary comment engagement 
increases (+60.99 and +123.63 respectively) despite simultaneously decreasing content belief, exemplifying what 
Pennycook and Rand (2021) describe as "attentional capture without epistemic acceptance". All-or-Nothing Thinking 
increased sadness (+0.063) while maintaining positive sharing behavior effects (+1.34), indicating complex 
emotional-behavioral decoupling. These patterns align with Cognitive-Experiential Self-Theory (Epstein, 1994), 
wherein distortions differentially activate experiential versus rational processing systems, with catastrophizing 
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primarily engaging experiential pathways that trigger emotional responses and behavioral engagement without 
proportional belief formation. 

 

 
Figure 6. Content type effects on socio-emotional-cognitive and behavioral outcomes estimated using ATE. The 
analysis reveals that raw content drives the highest engagement and positive emotions, while disclaimers suppress 
belief and sharing behaviors, and inoculated content uniquely balances emotional positivity with increased sharing 
propensity despite minimal comment generation. 

 

 
Figure 7. Cognitive distortion effects on socio-emotional-cognitive and behavioral outcomes estimated using 
ATE. Catastrophizing and Jumping to Conclusions generate extraordinary engagement increases despite reducing 
belief, while Emotional Reasoning uniquely increases both belief and sharing, demonstrating how different distortions 
exploit distinct psychological pathways to influence information processing and propagation behaviors. 

SEM weight analysis revealed raw content uniquely showed positive weights for engagement (+11.886) and belief 
(+0.378), while manipulated content demonstrated negative weights, with disclaimer content exhibiting the most 
extreme suppression of belief (-0.760) and sharing (-1.192). Cognitive distortion analysis revealed distinct 
vulnerability signatures, with Emotional Reasoning preferentially activating affective pathways (Joy: 0.060, Anxiety: 
0.013), while Jumping to Conclusions (-10.588) and Overgeneralization (-10.683) suppressed engagement, except for 
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Magnification/Minimization which uniquely increased engagement (+2.600). Cross-agency analysis demonstrated 
systematic population differences, with DARPA news content showing 18-20% higher emotional regulation (Neutral 
affect: 0.37-0.39 vs. 0.31-0.33) and divergent moral processing (DTRA Harm Virtue: 0.14-0.18 vs. DARPA: -0.003 
to 0.007), while False Dichotomy attacks produced 14-fold agency-specific differences in Subjectivity metrics, 
indicating organizational context significantly modulates persuasion vulnerability and necessitates population-tailored 
inoculation strategies. 

OPERATIONAL IMPLICATIONS  

The compound AI approach for behavioral modeling of individuals, teams and populations offers immediate 
operational value for military decision-makers. The EMHAT’s ability to quantify role-specific emotional dynamics 
and communication patterns enables commanders to optimize team composition before deployment. For instance, our 
findings that engineers increase team anxiety while possessing technical capabilities suggests pairing them with 
transporters who provide emotional buffering in high-stress operations. This data-driven approach to team assembly 
moves beyond traditional skill-based matching to incorporate socio-emotional factors critical for mission success. 
Critically, EMHAT framework enables systematic evaluation of interventions targeting team member attributes 
including personality traits (e.g., adjusting openness or conscientiousness scores), competency levels, and even 
malicious intents where HDT agents are configured with adversarial objectives. Through controlled simulations, we 
can test how teams respond to compromised members with hidden agendas (trust degradation) and incompetent 
operators. These intervention experiments directly inform training protocols by identifying vulnerability thresholds—
for example, teams can maintain 80% effectiveness with one low-competency member but degrade exponentially with 
two, suggesting training should emphasize cross-role competency development. The ability to simulate rare but critical 
scenarios (e.g., insider threats, psychological breakdowns) without real-world risks enables stress inoculation training 
where teams practice identifying and mitigating human factor failures before encountering them operationally. 

The BRIES population simulation results reveal exploitable cognitive vulnerabilities in information operations. Our 
analysis demonstrates that catastrophizing and jumping to conclusions generate 60-120× increases in engagement 
despite reducing belief, presenting a dual-use consideration: adversaries could weaponize these distortions to amplify 
information manipulation attacks, while defensive operations could leverage inoculation strategies that increased 
sharing while maintaining positive affect. For information operations, BRIES enables practitioners to war-game 
messaging campaigns across platforms, testing narrative effectiveness before deployment in contested information 
environments. The system's ability to continuously align digital twins with real-world data through news feeds and 
social media ingestion ensures simulations reflect current regional beliefs and consumption patterns, critical for time-
sensitive deterrence operations (He at al., 2024; Chen et al., 2025). This capability transforms reactive information 
defense into proactive deterrence by allowing operators to identify adversary narrative vulnerabilities and coordinate 
multi-domain information operations with quantified effectiveness metrics Real-time deployment considerations 
include the computational overhead of maintaining HDT memory systems and the latency introduced by RAG-based 
retrieval mechanisms.  

CONCLUSSIONS AND FUTURE WORK 

This work successfully demonstrates the transformative potential of compound AI approaches for modeling of team 
and population-level dynamics for defense applications. We provide quantifiable methodologies for optimizing team 
composition and developing resilient messaging strategies. The EMHAT’s identification of role-specific emotional 
dynamics—revealing how engineers increase anxiety while transporters provide emotional buffering—offers 
immediate operational value for mission planning. Similarly, BRIES's discovery that cognitive distortions like 
catastrophizing can amplify engagement by 60-120× while paradoxically reducing belief provides critical insights for 
both offensive and defensive information operations. Our dual causal analysis approach combining SEM and ATE 
estimation successfully isolated intervention effects, demonstrating that inoculated content maintains positive affect \ 
while increasing sharing behavior. These findings establish a new paradigm for evidence-based military decision-
making where team assembly and information campaigns are optimized through AI-enabled behavioral simulation 
that leverage human digital twin agents rather than intuition or limited field testing.  

Our immediate priority is transitioning EMHAT and BRIES to fielded operational systems through expanded scenario 
testing across multi-domain operations, red-blue team training applications, and Indo-Pacific gray-zone conflicts. We 
will develop edge-deployable architectures with intuitive operator interfaces while establishing training pipelines that 
enable rapid warfighter proficiency in leveraging AI-driven behavioral simulations for mission planning and adversary 
anticipation. Ultimately, these systems will provide commanders with predictive modeling capabilities that transform 
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both human-machine teaming optimization and information warfare from reactive responses to proactive, evidence-
based strategies that maintain decision superiority across the full spectrum of military operations. 
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